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In this presentation, we explain our efforts in developing data-driven methods for

materials studies, utilizing machine learning (ML) and data mining to enhance ma-

terials research and design. Our focus is on methods that deepen the understanding

of mechanisms governing material properties in both molecular and crystalline forms,

derived from computational and experimental data.

Central to our research is the development of advanced ML and data mining models

that enhance comprehension of structure-property relationships and predictive capa-

bilities for materials properties. Our work starts with designing descriptors that incor-

porate structural information, electronic structures, and conventional physicochemical

knowledge, facilitating property predictions through ML techniques [1]. Our recent

use of interpretable deep learning with attention mechanism has advanced the under-

standing of structure-property relations in materials, contributing to more transparent

and explainable models in materials science. These models not only predict material

properties but also elucidate underlying factors, revealing key structure-property rela-

tionships [2].

We also focus on managing and quantifying uncertainty in inference and prediction

to ensure robust outcomes. Using the Dempster-Shafer theory, we convert material

data into evidence on similarities, appropriately modeling and managing uncertainty

for data-driven inferences using unbalanced, contradictory, and biased materials data.

We have developed evidence-based methods to evaluate material similarity and com-

positions, providing deeper insights and improving predictive accuracy. This approach

has shown superior performance in identifying promising material compositions, vali-

dated through experimental studies [3].

The synergy of data-driven and conventional computational approaches in our studies

accelerates materials discovery, emphasizing interpretable models and the explainabil-

ity of results. This comprehensive approach demonstrates the transformative potential

of data-driven methods in understanding and discovering novel materials.
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